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Midterm

Date: Tuesday, May 26th, 2020

Time: 10:15- 12:15 (normal lecture slot++)
— Be there latest 10:00 — we start 10:15 sharp!

Venue: 4 rooms — check on egate which room you are!

— SPST1-503
SPST1-201
SPST1-501
SIST1A-106

Closed book:

— You can bring two A4 pages with notes (both sides; in English):
Write your Chinese and Pinyin name on the top! Handwritten
by you!

* Final: you can bring three A4 pages
— You will be provided with the RISC-V “green sheet”

— No other material allowed!




.
Midterm |

 Wear your Corona mask! =>

e Switch cell phones off!
(not silent mode — off!)

— Put them in your bags.

* Bags under the table. Nothing except paper, pen, 1
drink, 1 snack, your student ID card on the table!

* No other electronic devices are allowed!
— No ear plugs, music, smartwatch...

* Anybody touching any electronic device will FAIL the
course!

* Anybody found cheating (copy your neighbors answers,
additional material, ...) will FAIL the course!
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SIFT REFERENCE GUIDE (V.1.1) — CREATING TIMELINES WITH THE SIFT WORKSTATION

muawmfmmmj ,,_.,

2. BOOT SIFT VM ] ’

% sudo su SIFT

Admin

~

[ logZtimeline PARSING PLUGINS
| apache?_error - Apache? error log

| file

| chrome - Chrome file
encase_dirlisting - CSV file that is
exported from encase

| ewt- Windows 2k/%P/2k3 Event Log
| evix - Windows Event Log File (EVTX)

| enf - Metadata information from files |

| using ExifTool

#_bookmark - Firefox baokrmark file
firefox? - Firefox 2 brawser history
| firefoxd - Firefox 3 history file

ek _dirlisting - C5V file that is
exported from FTE Imager [dirlisti

| linux - Generic Linux logs

| start with MMM DD HH:MM:55

| ishistory - index.dat file containg |E
| history

o s - 115 WEC log file

| isatat - 1SA Lext export log file

jp_ntfs_change - C5V output file from |

-JPTNTFsu\ml |
| mactime - Body file in the mactime
| format
| mcatee - Log file
it - NTFS MFT file
| masql_ervlog - ERRORLOG file
| produced by B3 SOL server
| mtuser - NTUSER DAT registry file
opera - Opera's global history file
mmti Dpenmtdnmmmmmp
- PCAP file
pdf - Available POF docurment
metadata
| prefetch - Prefetch directory
recycler - Recyele bin directony
restore 0.9 - Restore point directony
| safari - Safari file
| sam - SAM registry
security - SECURITY regisiry file
qﬂ Se!upiPI log file in

ml Sk','pe database
| SOFTWARE registry file

sol - uiqudl:q or a Flash cookie file
squid - Sguid acoess log
[http_emulate off)

syslog - Linux Sysog hog file
systermn - SYSTEM registry file

thn - file in the TLN format

| wolatility - Volatility output files

| [puscand, sockseanZ,

| 1[u|n link - Wlndowss!:!odmt file [
| n:ln'F.me]

| MF-
List plugins if logZtirmedine -f list

«HELP EXPAND THIS LIST. BLNLD
\ PLUGINS!!!

- i file
¥P Firewall log

&
’
I
I
|
[
[
|
I
|
|
I
I
|
|

v
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BY DAVID NIDES {12/16/2011]
TWITTER: @DAVNADS

EMAIL: DNIDES@KPMG.COM
CREDITS TO: ED GOINGS, ROB
KRISTINN GUDJONSSON, KPMG &
QUESTIONS/FEEDBACK—CONTACLT

[; KEY
Red text - image/source
Blue text — mount point
Purple text — output file
Green text - log 2timefine pluging

ol il

A
b e
BLOG: DAVNADS.BLOGSPOT.COM T-

e

pad: SIFT Waorkstation WM Appliance

R Workstation Installation () \1
.»

‘ 4. CONNECT IMAGE TO J '-]
| |

™
I.ugln. sansforensics | 3 Plt 5 i
ug hard drive to physical
Password: forensics host and attach to SIFT VM

- -
ek frems | \- (GiEieATERNg) ¢ -

) -

&

5. HARD DRIVE MOUNTING (if you are using log2timeline-sift and Single DD you con skip to 7-A)

p
# mount -t ntfs -o roloop,show_:

SINGLE OR SPLIT IMAGE (2 options): | ._files,streams_interface=wing
? Mot l offset=#iti# /mnt/ewf/<image> /mnt/windows_mount/ 6
— | T nt_ewf.py image.E0L /mnt/ewf Heeded
| fornx
| age.E01 /mnt/ewf/ —p | MOUNT TO MOUNT POINT

(SINGLE Mg

# mount -t ntis -0
K

_sys_files,streams_interfaceswindows offset=####4 image.dd /g

{_SPLIT IMAGE (2 step pro

A
W

§ COMPUTER

E PURPOSE OF THIS REFERENCE

IDE I5 TO WALK THROUGH THE

ES5 OF BOOTING THE SIFT
DRESTATION, CREATING A TIMELINE

"SUPER” OR *MICRO") AND 1‘,{:{
REVIEWING IT.
HOW TO CALCULATE THE OFFSET

FOR MOUNTING

1. Run mmls to guery partition layout
# mmis image.EOL

2. |dentify partition and byte offset
3. (Partition byte offset) x [bytes per
sector] = offset ##8# to use!
Example: 63 X 512 = 32256

Note: If needed, repeat for each
partition. Moke new mount point:
# mkdir fmnt/windows_mount2/

(" # affuse image.001 fmnt/aff

mnt/aff/ <image> /mnt/windows

line default is local host.
[ &.Ingltime T‘l’l tin:-_mm,- %ILWHE Tblhal'ga

]

| # mount -t ntfs-3g -0 loop,ro.show

==l

[F(m PARTITION [mount and ru OR Extract M gee using Sleuthkit:
= o e #fls -m """ -0 off! dd > fis.body
¥p | # log2timeline-sift =z ESTSEDT -p 0 -i parti | Convert body file fo prmat wy mactime:
. 4 3
. ,‘_h‘ mactime =b fls.body

stem data w/log2timeline from mounted file swt!ml

WINT -"# log2timeline-sift -win7 -z ESTSEDT
. B plugins recursively)

|:.umram (run 121 on mounted file

| OTHER USAGE EXAMPLES: d file system:

REDT -w

(Extract artifacts w/ log2timeline and ru

= # log2timeline -f firefox3,chrome -0 mact
web.body /mntivolumel

Convert body file format to C5V format wy mactime®

"-I.:'-iﬁpl-a\' list of available fr)
# log2timeline -f list
Run log2timeline usg

Wuse only specific plugins:

# log2timeline-sif preftch —z ESTSEDT -1 image.dd \_# mactime b log2timeline.body —d > log2timeline.csv
Help (man pagg q
 #log2time PR [ 9, FILTER TIMELINE

8. C5V {/cases/timeline-output-folder) j
e event, in the format of MKM/DDSNYY

B day, expressed in & 24h format, HH:MM:55

E the limezone that was wsed to call the tool with.

.M.M:E meaning of the fields, comp w/f mactime format

= Source short name (ie. registry entries are REG)

umerrpe Desc of the source {“Internet Explarer” instead ol WEBHIST)
-type: Tirmestamp type (ie. “Last Accessed”, “Last Written®)

-user: Username associated with the entry, if one is availabde.

-hast: Hostname associated with the entry, il one is available.

-shart: Contains legs text than the full description field_

~dese: where majority info i stored, the actual parsed desc of the entry.
-version: Version number of the timestamp object.

Hfilename: Filename with the full path that contained the entry

Filter timeline with date range to include only:
I2t_process -b timeline.csv MM-DD-YYYY..MM-DD-YYYY > filtered.csv
Filter timeline with keyword list [one term per line in kevwnrds ot):
|12t_process -b timeline.csv -k keywords. txt > filtered.c

What sources are in your timeline?

awk=F , ‘{print $6;} timeline.csv| grep-v sourcetype | sort | unig
Find all LMK files that reference E Drive

grep”Shortcut LNK” timeline.csv| grep"E:”

FiindMountPoints2 entries that reference E Drive
grep”MountPoints2 key” timeline csv} | grep”E drive”

grepUSB timeline.csv| grep”SetupAPILog”

T 7-ABT7-B
[ 7-A: AUTOMATED SUPER TIMELINE CREATION v NUAL “MICRO” TIMELINE CREATION D gq— -
log2timeline-sift - —z [TIMEZONE] -p [PARTITION #] -| [IMAGE FILE] ONS] [-f FORMAT] [-2 TIMEZONE] [-0 OUTPUT MODULE] [-w i HELP? OPTIONS? USAGE?
> _FILE/LOG_DIR [] [FORMAT FILE OPTIONS] log2timeline -help
Lm'mtm“hm SouNg, sod val: J METADATA {using log2timeline or fis) f::;*‘:‘:p‘“*
xp | # log2timeline-sift =z ESTSEDT -i image 1 | N— i o
= & OTHER log2timeline @
WIN7 | # log2timeline-sift -win7 -z ESTSEDT - image ol L0 sctine.—x 2 ESTSEDT.-w OUTPUT FORMATS
A A (N Csdtcr it o urme Note: CSV is Default Qutput

-BeeDocs - Mac 05 X visualization ool
-CEF - Common Event Format - ArcSight
-CFTL - XML file- CyberFarensics TimeLak
visualization tool

-C5V - comima separated value file
-Mactime - Both alder and newer version of
the format supported for use by T5K's
rhactime

-SIMILE - XMBAL fide - SIMILE timeline
visualization widget

-SOLite - SOLite database

-TLM - Tak Delirnited File

-TLN - Farmat used by same of H Carvey
ook, expressed & a ASCI output
-TLNX - Format used by some of H Carvey
woals, expressed & a XML document

0. CONNECT TO SIFT j

SETTINGS —» OPTIONS -> Shared
irs -= Always Enabled (Check)

v
o 2.5IFT Desktop » VMware-Shared-Drive

s

Access from a Win Machine
VSIFTWORKSTATION

I].I

11. REVIEW TIMELINE

(

Anode: inode aumber of the file being parsed. (File " | ) (& B . 5 = .
-fotes: Some inpul madules insert additional information in the forrm of a [ = Review timelines using:
note, which r.or:e-s here. OF it can be used during the review. Ext2/3 Mn_:lrhe:t Accessed  Changed N/A | _ - Open, Soft, Filter with Excel
-format: Input module name wsed Lo parse the file. FAT Written Accessed  NfA Created -4 "’-k Imipaort into SPLUNEK
-extra: Additional information parsed is joined together and put here. NTFS File Madified Accessed  MFT Modified Created SIMILE
LuFs Modified Accessed _Changed  N/A B, Fapestry



Content

* Main topics: Everything till (including) Lecture 16
— Number representation (int & float)
—C
— CALL
— RISC-V
— SDS; Datapath & Control
— Pipelining & Superscalar
— Caches

* Plus general "Computer Architecture” knowledge



Quiz on TLB

Piazza: “Video Lecture 22 VM”

 TLB Reach: Size of largest virtual address space
that can be simultaneously mapped by TLB

* |f we increase the page size, say, from 4KB to
16KB, can we increase the TLB reach?

A. Yes, of course
B. No, TLB reach is fixed given a processor and memory space

12



Outline

MRU is LRU

LLC is not monolithic

Use a crystal ball to help cache
No, do not cache us

Yes, you can control the cache



MRU is LRU



Cache Inclusion

e Multilevel caches

G N

Core O

L1 Inst. L1 Data
32KB 32KB

& v/

G N

Core 1

L1 Inst. L1 Data
32KB 32KB

& v/

G N

Core 2

L1 Inst. L1 Data
32KB 32KB

& v/

G N

Core 3

L1 Inst. L1 Data
32KB 32KB

& v/

|

LLC (L3) Unified 6MB

|

Intel vy Bridge Cache Architecture (Core i5-3470)

If all blocks in the higher level cache are also present in the lower level cache, then the
lower level cache is said to be inclusive of the higher level cache.

15



Inclusive

. m
- OB OND N3 OND

Initial state Read A miss; load A Read B miss; load B Evict A from L1 due Evict B from L2 due
into L1 and L2 into L1 and L2 to cache replacement to cache replacement
Back
invalidation

16



Exclusive

.
- O O

Initial state Read A miss; load A Read B miss; load B Evict A from L1 due
into L1 into L1 to cache replacement
and place in L2

17



Non-inclusive

Initial state Read A miss; load A Read B miss; load B Evict A from L1 due Evict B from L2 due
into L1 and L2 into L1 and L2 to cache replacement to cache replacement

18



Real-world CPUs

* |Intel Processors
— Sandy bridge, inclusive
— Haswell, inclusive
— Skylake-S, inclusive
— Skylake-X, non-inclusive

* ARM Processors
— ARMvV7, non-inclusive
— ARMVS8, non-inclusive

19



Inclusive, or not?

* |nclusive cache eases coherence

— Updating a cache block in L1 entails an update in
inclusive LLC.

— A non-inclusive LLC, say L2 cache, which needs to evict
a block, must ask L1 cache if it has the block, because
such information is not present in LLC.

* Non-inclusive cache yields higher performance
though, why?
— No back invalidation
— More data can be cached



‘Sneaky’ LRU for Inclusive Cache

CPU
Core

: :: > Ais frequently hitin L1
L1 B A is frequently used
A Y cache. It is MRU in L1 cache.

Inclusive - Ais evicted for <: . In LLC, A is not
A B : In LLC, A'is LRU !
LLC replacement, in <,I: frequently hit
both L1 and L2

As a result, MRU block that should be retained might be evicted, which
causes performance penalty.

What if LLC is non-inclusive?

Should you be interested, you can click https://doi.orq/10.1109/MICR0.2010.52 to read the
related research paper for details.

21


https://doi.org/10.1109/MICRO.2010.52

LLC is not monolithic



LLC is not monolithic

Intel® Xeon® Processor E5-2667 v3

G N

Core O

L1 Inst. L1 Data
32KB 32KB

& v/

G N

Core 1

L1 Inst. L1 Data
32KB 32KB

& v/

G N

Core 2

L1 Inst. L1 Data
32KB 32KB

& v/

G N

Core 3

L1 Inst. L1 Data
32KB 32KB

& v/

|

LLC (L3) Unified 20MB

|

Previously, it’s considered that, to CPU cores, LLC is monolithic. No matter
where a cache block in the LLC, a core would load it into private L2 and L1
cache with the same time cost.

23



-

Core O

~

L1 Inst. L1 Data
32KB 32KB

& v/

LLC is fine-grained

Intel® Xeon® Processor E5-2667 v3

-

Core 1

~

L1 Inst. L1 Data
32KB 32KB
\ L2 256KB /

-

Core 2

N (T

Core 3

~

L1 Inst. L1 Data
32KB 32KB
\ L2 256KB /

L1 Inst. L1 Data
32KB 32KB
\ L2 256KB /

From the paper https://doi.org/10.1145/3302424.3303977

- I\
A A
\ v
60 12
3 50+ Q 3 10+
Sao} m5 o ge
S M E - S 6|
820! 8 4
§ E
Z 10} Z 92}
0% 1 2 5 6 7 0% 1 2 5 6 7
Slice Number Slice Number
(a) Read. (b) Write.
24


https://doi.org/10.1145/3302424.3303977

Slice-aware memory management

* The idea seems simple
— Put your data closer to your program (core)

e Butit not EASY to do so

— Cache management is undocumented, not to
mention even fine-grained slices

— Researchers did a lot of efforts

* Click https://doi.org/10.1145/3302424.3303977 for details

* They managed to improve the average performance by 12.2% for
GET operations of a key-value store.

* 12.2%is a lot, if you consider the huge transactions every day for
Taobao and ID

25


https://doi.org/10.1145/3302424.3303977

Use a crystal ball to help cache

Prefetch

26



Outline of Prefetching

Why prefetch? Why could/does it work?
The four questions

— What (to prefetch), when, where, how
Software prefetching
Hardware prefetching

27



Prefetching

* |dea: Fetch the data before it is needed (i.e., pre-fetch) by
the program

e Why?
— Memory latency is high. If we can prefetch accurately and
early enough, we can reduce/eliminate that latency.
— Can eliminate compulsory cache misses

— Can it eliminate all cache misses? Capacity, conflict?

* |nvolves predicting which address will be needed in the
future
— Works if programs have predictable miss address patterns

28



Prefetching and Correctness

* Does a misprediction in prefetching affect
correctness?

* No, prefetched data at a “mispredicted” address
is simply not used
* There is no need for state recovery

— In contrast to branch misprediction or value
misprediction

29



Basics

* In modern systems, prefetching is usually done in
cache block granularity

* Prefetching is a technique that can reduce both
— Miss rate
— Miss latency

* Prefetching can be done by
— hardware
— compiler
— programmer

30



How a HW Prefetcher Fits in the Memory System

|-Cache fills
|I-Cache -
|I-Cache D-Cache fills
misses D-Cache
D-Cache misses and
L] L3 write backs

L2 Request Queue

L2-Cache hits

L2 Cache
L2-Cache fills

-

L2 misses and | write backs
L

L2 Fill Queue

Bus Request Queue

On-Chip

Bus
Off—Chip

Memory Controller

DRAM Memory Banks

I-Cache fills
I-Cache
l-Cache D-Cache |D-Cachefils
misses
D-Cache misses and
Prefetches writs backs
Prefetch Req Queue |-------- = L2 Request Queue
[]
T e eeesesss—-——-
1 1
i i
H ! L2-Cache hits
Hardware i
Stream |e-------------" L2 Cache
L2 demand accessés L2-Cache fills
Prefetcher train the streams
[}
:
L2 demand misses L2 misses and | write backs
creaie Sireams
Bus Request Queue L2 Fill Queue
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Prefetching: The Four Questions

What
— What addresses to prefetch

When

— When to initiate a prefetch request

Where
— Where to place the prefetched data

How
— Software, hardware, execution-based, cooperative
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Challenges in Prefetching: What

* What addresses to prefetch

— Prefetching useless data wastes resources
* Memory bandwidth
e Cache or prefetch buffer space
* Energy consumption

* These could all be utilized by demand requests or more accurate
prefetch requests

— Accurate prediction of addresses to prefetch is important
» Prefetch accuracy = used prefetches / sent prefetches

* How do we know what to prefetch

— Predict based on past access patterns
— Use the compiler’s knowledge of data structures

* Prefetching algorithm determines what to prefetch
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Challenges in Prefetching: When

 When to initiate a prefetch request

— Prefetching too early
* Prefetched data might not be used before it is evicted from storage

— Prefetching too late
* Might not hide the whole memory latency

* When a data item is prefetched affects the timeliness of
the prefetcher

* Prefetcher can be made more timely by

— Making it more aggressive: try to stay far ahead of the
processor’s access stream (hardware)

— Moving the prefetch instructions earlier in the code
(software)
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Challenges in Prefetching: Where (I)

 Where to place the prefetched data

— In cache
+ Simple design, no need for separate buffers
-- Can evict useful demand data = cache pollution

— In a separate prefetch buffer

+ Demand data protected from prefetches = no cache pollution

-- More complex memory system design
- Where to place the prefetch buffer
- When to access the prefetch buffer (parallel vs. serial with cache)
- When to move the data from the prefetch buffer to cache
- How to size the prefetch buffer
- Keeping the prefetch buffer coherent

* Many modern systems place prefetched data into the cache
— Intel Pentium 4, Core2’ s, AMD systems, IBM POWER4,5,6, ...
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Challenges in Prefetching: Where (l1)

* Which level of cache to prefetch into?
— Memory to L2, memory to L1. Advantages/disadvantages?
— L2 to L1? (a separate prefetcher between levels)

* Where to place the prefetched data in the cache?

— Do we treat prefetched blocks the same as demand-fetched
blocks?

— Prefetched blocks are not known to be needed
* With LRU, a demand block is placed into the MRU position

* Do we skew the replacement policy such that it favors the
demand-fetched blocks?

— E.g., place all prefetches into the LRU position in a way?
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Challenges in Prefetching: Where (lll)

 Where to place the hardware prefetcher in the memory
hierarchy?

— In other words, what access patterns does the prefetcher
see’?

— L1 hits and misses
— L1 misses only
— L2 misses only

e Seeing a more complete access pattern:
+ Potentially better accuracy and coverage in prefetching

-- Prefetcher needs to examine more requests (bandwidth
intensive, more ports into the prefetcher?)
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Challenges in Prefetching: How

* Software prefetching
— ISA provides prefetch instructions
— Programmer or compiler inserts prefetch instructions (effort)
— Usually works well only for “regular access patterns”

* Hardware prefetching
— Hardware monitors processor accesses
— Memorizes or finds patterns/strides
— Generates prefetch addresses automatically

* Execution-based prefetchers
— A “thread” is executed to prefetch data for the main program
— Can be generated by either software/programmer or hardware
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Software Prefetching (I)

ldea: Compiler/programmer places prefetch
instructions into appropriate places in code

Mowry et al., “Design and Evaluation of a Compiler
Algorithm for Prefetching,” ASPLOS 1992.

Prefetch instructions prefetch data into caches

Compiler or programmer can insert such
instructions into the program
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Xx86 PREFETCH Instruction

PREFETCHh—Prefetch Data Into Caches

Opcode Instruction 64-Bit Compat/ Description
Mode Leg Mode
OF 1871  PREFETCHTD m& Valid Walid Move data from mé& closer o the
processor using TO hint,
OF18/2  PREFETCHT1 m&8 Valid \falid Mowe data from m8 closer to the
processor using T1 hint.
OF18/3  PREFETCHTZ m&8 Valid \falid Move data from m& closer to the
processor using T2 hint.
OF18/0  PREFETCHNTA mZ  Valid Valid Move data from m& closer o the
processor using NTA hint.
Description

Fetches the line of data from memory that contains the byte specified with the source
operand to a location in the cache hierarchy specified by a locality hint:

microarchitecture *  TO (temporal data)—prefetch data into all levels of the cache hierarchy.
dependent < — Pentium Il processor—1st- or 2nd-level cache.
Specification — Pentium 4 and Intel Xeon processors—2nd-level cache.

* T1 (temporal data with respect to first level cache)—prefetch data into level 2
cache and higher.

— Pentium Il processor—2nd-level cache.

— Pentium 4 and Intel Xeon processors—2nd-level cache.

* T2 (temporzal data with respect to second level cache)—prefetch data into level 2
cache and higher.

different instructions
for different cache
levels

— Pentium Il processor—2nd-level cache.
— Pentium 4 and Intel Xeon processors—2nd-level cache.

NTA (non-temporal data with respect to all cache levels)—prefetch data into non-
temporal cache structure and into a location close to the processor, minimizing
cache pollution.

— Pentium lll processor—1st-level cache
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Software Prefetching (I1)

for (i=0; i<N; i++) {  while (p) { while (p) {
___prefetch(a[i+8]); __prefetch(p—>next); __prefetch(p—>next->next->next);
___prefetch(b[i+8]); work(p—>data); work(p—>data);
sum += a[i]*bl[i]; p = p2>next; p =

} } }

Which one is better?
e Can work for very regular array-based access patterns. Issues:

-- Prefetch instructions take up processing/execution bandwidth

— How early to prefetch? Determining this is difficult
-- Prefetch distance depends on hardware implementation (memory latency,
cache size, time between loop iterations) = portability?
-- Going too far back in code reduces accuracy (branches in between)
— Need “special” prefetch instructions in ISA?
* Alpha load into register 31 treated as prefetch (r31==0)
* PowerPC dcbt (data cache block touch) instruction
-- Not easy to do for pointer-based data structures
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Software Prefetching (lI1)

 Where should a compiler insert prefetches?

— Prefetch for every load access?

* Too bandwidth intensive (both memory and execution bandwidth)

— Profile the code and determine loads that are likely to miss

* What if profile input set is not representative?

— How far ahead before the miss should the prefetch be inserted?
* Profile and determine probability of use for various prefetch distances
from the miss
— What if profile input set is not representative?

— Usually need to insert a prefetch far in advance to cover 100s of cycles of
main memory latency = reduced accuracy
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Hardware Prefetching ()

* |dea: Specialized hardware observes load/store
access patterns and prefetches data based on

past access behavior

* Tradeoffs:
+ Can be tuned to system implementation
+ Does not waste instruction execution bandwidth
-- More hardware complexity to detect patterns
- Software can be more efficient in some cases

43



Next-Line Prefetchers

Simplest form of hardware prefetching: always
prefetch next N cache lines after a demand access (or
a demand miss)

— Next-line prefetcher (or next sequential prefetcher)
— Tradeoffs:

+ Simple to implement. No need for sophisticated pattern detection
+ Works well for sequential/streaming access patterns (instructions?)
-- Can waste bandwidth with irregular patterns

-- And, even regular patterns:

- What if the program is traversing memory from higher to lower
addresses?

- Also prefetch “previous” N cache lines?
44



Stride Prefetchers

* Two kinds
— Instruction program counter (PC) based
— Cache block address based

* |nstruction based:

— Baer and Chen, “An effective on-chip preloading scheme to
reduce data access penalty,” SC 1991.

— |dea:

* Record the distance between the memory addresses referenced
by a load instruction (i.e. stride of the load) as well as the last
address referenced by the load

* Next time the same load instruction is fetched, prefetch last
address + stride
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Cache-Block Address Based Stride Prefetching

d

- Address tag Stride Control/Confidence

Block

—

address

e Can detect
— A, A+N, A+2N, A+3N, ...

— Stream buffers are a special case of cache block
address based stride prefetching where N =1



Stream Buffers (Jouppi, ISCA 1990)

Each stream buffer holds one stream of
sequentially prefetched cache lines

On a load miss check the head of all stream

buffers for an address match

— if hit, pop the entry from FIFO, update the cache with
data

— if not, allocate a new stream buffer to the new miss
address (may have to recycle a stream buffer
following LRU policy)

DCache

Stream buffer FIFOs are continuously topped-
off with subsequent cache lines whenever
there is room and the bus is not busy

Jouppi, “Improving Direct-Mapped Cache Performance by the Addition of
a Small Fully-Associative Cache and Prefetch Buffers,” ISCA 1990.

A

Memory interface
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No, do not cache us
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Why do we use cache?

e The data to be used will be reused soon

e But there is some data for which caching is not
that useful

— So-called streaming data
— e.g., larger matrices filled but used much later

* Caching such data pollutes the cache
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Non-temporal load & store

* |ntel

— MOVNTDQA: Load Double Quadword Non-
Temporal Aligned Hint

— MOVNTDQ: Store Double Quadword Using Non-
Temporal Hint

* ARMvVS
Note that, such instructions only give
— LDNP a hint to the memory system that
caching is not useful for this data
— STNP i
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When you can use them?

 The data is unlikely to be used soon
* The data is large

 Examples
— Logs (journals)

— In file systems and databases, logs are used for
recovery/retrieval
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Yes, you can control the cache

Scratchpad Memory
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Scratchpad Memory

 Strictly speaking, scratchpad memory (SPM) is
not cache
— Widely used in embedded systems
— On-chip SRAM, like cache, close to ALU

— Software controlled: software decides what data
sections to be placed in SPM

* By the programmer or the compiler before running

— Memory-mapped to a predefined address range



Why SPM?

* To control the execution time
— More predictable than hardware-controlled cache
— Especially for WCET (worst-case execution time)

 With reduced area and energy consumptions

— More space- and energy-efficient



Conclusion

 There are many interesting facts of CPU cache

* To make the best of cache can boost your
program’s performance!



Quiz for prefetch accuracy

Piazza: “Video Lecture 23 Advanced Cache”

 What is the hardware prefetch accuracy if
access stride=1and N =27

0%
25%
50%
75%
100%

moow>
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