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Outline

• Simulation
• Perception

Mobile Manipulation ShanghaiTech University – 14 Oct. 2025 2



SIMULATION
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Types of Simulators
• Dynamics Simulation
• 3D Games
• Photo-realistic rendering
• Mission simulators
• 2D simulators
• 3D simulators
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Dynamics Simulation (Control)
• Model a dynamic system
• Kinematics (joints & links)
• Dynamics (mass, inertia)

• Often used for research on control

• Example:
• Double inverted pendulum 
• E.g. via Model Predictive Control (MPC)
• 2D simulation only
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https://www.youtube.com/watch?v=e7669NPbENY 
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3D Games
• Simulate 3D world:
• Kinematics and Dynamics (typically very simple)
• RGB camera view
• Sound
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Photo-realistic rendering
• 3D game engine photos not realistic (at least in the past)
• Problem for computer vision algorithms
• Especially for training computer vision algorithms (sim-to-real)

• Photo-realistic rendering:
• Time consuming
• Especially lights, shadows,

 transparence, hair, etc.
• Often: non-real time
• Blender: open source renderer:
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Next slide: Unrecord trailer
 https://www.youtube.com/watch?v=otu_iFTivQw  
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Robot mission task simulator: RoboCup Rescue
• Simulate deployment of 

(robotic) units like police, fire, 
ambulance

• All entities are agents
• Communication between 

agents
• Simulate environment, e.g.:
• Spreading of fire

Mobile Manipulation ShanghaiTech University – 14 Oct. 2025 9



3D Robot Simulation

Why?
• Training & education 

• (when you don’t have a robot)
• Ease of experiments

• Don’t need to deal with the hardware (e.g. battery 
charging, weather, robot breaking, bringing robot 
back to start, …)

• Multi-robot simulation
• Simulate multiple (100s!?) of robots -> low cost in 

simulation
• Collect ground truth data

• Know exactly where the robot is & its state
• Know exactly where surrounding objects are

• Collect training data (see above)
• Train robot online (e.g. reinforcement 

learning)

Why not?
• Extra work

• Need to setup simulated robot & simulated world

• Simulated data differs from real data
• Non-photo realistic rendering
• Non-realistic noise on simulated sensor data
• Non-realistic physics (e.g. tracked locomotion)
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3D Robot Simulators
• dsf
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Simulators Overview
• Many different simulation platforms available…
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Tselegkaridis, Sokratis, and Theodosios Sapounidis. "Simulators in 
educational robotics: A review." Education Sciences 11.1 (2021): 11.
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Most popular professional/ research Robot Simulators

Mobile Manipulation ShanghaiTech University – 14 Oct. 2025

Farley, Andrew, Jie Wang, and Joshua A. Marshall. "How to pick a mobile robot simulator: 
A quantitative comparison of CoppeliaSim, Gazebo, MORSE and Webots with a focus on 
accuracy of motion." Simulation Modelling Practice and Theory 120 (2022): 102629.
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Simulation for Reinforcement Learning
• Emphasis on physics simulation and RL, less on extrinsic sensors nor 

complete robot simulation
• GPU acceleration for massive parallel simulation
• MuJoCo (Multi-Joint dynamics with Contact)
• By Google DeepMind
• Limited LiDAR simulation
• No official ROS integration

• Isaac Lab
• By Nvidia
• Needs Nvidia GPU
• Supports hardware ray-tracing (for LiDAR)
• Not very good support for ROS
• Big software packages (including Omniverse)
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Gazebo Robot
Simulator
● Simulators mimic the real world, to a 

certain extent
○ Simulates robots, sensors, and objects in a 

3-D dynamic environment
○ Generates realistic sensor feedback and 

physical interactions between objects

Plugins  
Sensors  
Models 
Worlds

Physics
ODE
Bullet

Actuators  
Sensors
Embedded controllers

Tools  
Rviz 
CLT

Nodes 
Controller  
Planner

Communications
Topics 
Services

HARDWARE
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2D vs 3D Simulation
GazeboStage

• 2D
• Sensor-based
• Player interface
• Kinematic
• O(1) ~ O(n)
• Large teams (100’s)

• 3D
• Sensor-based
• Player
• Dynamic
• O(n) ~ O(n3)
• Small teams (10’s)
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Gazebo

• Simulates robots, 
sensors, and 
objects in a 3-D 
dynamic 
environment

• Generates realistic 
sensor feedback 
and physical 
interactions 
between objects

Mobile 
Manipulati
on

ShanghaiTech 
University – 14 Oct. 
2025
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Simulation Architecture

Client
(your program)

Player Gazebo

Stage

Real 
Hardware

Cmd

Data

TCP/IP

TCP/IP

TCP/IP

SHM
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Simulation Architecture
Gazebo runs two processes:

● Server: Runs the physics loop and generates sensor data.
○ Executable: gzserver
○ Libraries: Physics, Sensors, Rendering, Transport

● Client: Provides user interaction and visualization of a simulation.
○ Executable: gzclient
○ Libraries: Transport, Rendering, GUI

$ gzserver
$ gzclient

Run Gazebo server and client 
separately:

$ gazebo

Run Gazebo server and client 
simultaneously:
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Elements within Simulation
● World

○ Collection of models, lights,plugins and 
global properties

● Models
○ Collection of links, joints,sensors, and 

plugins
● Links

○ Collection of collision and visual objects
● Collision Objects

○ Geometry that defines a colliding surface

● Joints

● Visual Objects
○ Geometry that defines visual 

representation

○ Constraints between links
● Sensors

○ Collect, process, and output data
● Plugins

○ Code attached to a World, Model, 
Sensor, or the simulator itself
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Element Hierarchy

Mobile 
Manipulation
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World
● A world is composed of a model 

hierarchy
● The Gazebo server (gzserver) 

reads the world file to generate 
and populate a world

○ This file is formatted using SDF 
(Simulation Description format) or 
URDF (Unified Robot Description 
Format)

○ Has a “.world” extension
○ Contains all the elements in a 

simulation, including robots, lights, 
sensors, and static objects

Willow Garage World

Mobile Manipulation ShanghaiTech University – 14 Oct. 2025 24



Models
● Each model contains a few key 

properties:
○ Physical presence (optional):

■ Body: sphere, box, composite 
shapes

■ Kinematics: joints, velocities
■ Dynamics: mass, friction, forces
■ Appearance: color, texture

○ Interface (optional):
■ Control and feedback interface 

(libgazebo)
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Element Types
● Collision and Visual Geometries

○ Simple shapes: sphere, cylinder, box, 
plane

○ Complex shapes: heightmaps, meshes
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Element Types
● Collision and Visual Geometries

○ Simple shapes: sphere, cylinder, box, 
plane

○ Complex shapes: heightmaps, meshes
● Joints

○ Prismatic: 1 DOF translational
○ Revolute: 1 DOF rotational
○ Revolute2: Two revolute joints in series
○ Ball: 3 DOF rotational
○ Universal: 2 DOF rotational
○ Screw: 1 DOF translational, 1 DOF 

rotational
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Element Types
● Sensors

○ Ray: produces range data
○ Camera (2D and 3D): produces image 

and/or depth data
○ Contact: produces collision data
○ RFID: detects RFID tags

● Lights
○ Point: omni-directional light source, a 

light bulb
○ Spot: directional cone light, a spot light
○ Directional: parallel directional light, sun

LiDAR sensor in Gazebo
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How to use Gazebo to simulate your robot?
Steps:

1. load a world
2. load the description of the robot
3. spawn the robot in the world
4. publish joints states
5. publish robot states
6. run rviz
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ROS Integration Overview
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Gazebo Architecture
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World File
• A world is composed of a model hierarchy

– Models define simulated devices
– Models can be nested

• Specifies how models are physically attached to one 
another

• Think of it as “bolting” one model to another
<model:Pioneer2AT>
<id>robot1</id>
<model:SickLMS200>
<id>laser1</id>
<xyz>0.10.0 0.2</xyz>

</model:SickLMS200>
</model:Pioneer2AT>

Worldfile snippet:
•Pioneer with a sick laser attached
•Sick’s <xyz> relative location to 
Pioneer
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Gazebo Architecture
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Models

• Each model contains a few key properties:
– Physical presence (optional):

• Body: sphere, box, composite shapes
• Kinematics: joints, velocities
• Dynamics: mass, friction, forces
• Appearance: color, texture

– Interface (optional):
• Control and feedback interface (libgazebo)
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Components of a Model

• Links: an object may consist of multiple links and 
can define following properties, e.g. wheel
– Visual: For visualization
– Collision: Encapsulate geometry for collision checking
– Inertial: Dynamic properties of a link e.g. mass, inertia
– Sensors: To collect data from world for plugins

• Joints: connect links using a parent-child 
relationship

• Plugins: Library to control model
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Example Model File
<model name="my_model">
<pose>0 0 0.5 0 0 0</pose>
<static>true</static>
<link name="link">
<inertial>
<mass>1.0</mass>

<!-- for a box: ixx = 0.083 * mass * (y*y + z*z) -->
<!-- for a box: ixy = 0 -->
<!-- for a box: ixz = 0 -->

<!-- for a box: iyy = 0.083 * mass * (x*x + z*z) -->
<!-- for a box: iyz = 0 -->

<!-- for a box: izz = 0.083 * mass * (x*x + y*y) -->

<ixx>0.083</ixx>
<ixy>0.0</ixy>
<ixz>0.0</ixz>
<iyy>0.083</iyy>
<iyz>0.0</iyz>
<izz>0.083</izz>

</inertia>
</inertial>

…….

…………….
<collision name="collision">

<geometry>
<box>
<size>1 1 1</size>

</box>
</geometry>

</collision>
<visual name="visual">

<geometry>
<box>
<size>1 1 1</size>

</box>
</geometry>

</visual>
</link>
</model>
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Reinforcement learning example: 
Robot parkour learning
• Zhuang, Z., Fu, Z., Wang, J., Atkeson, C., Schwertfeger, S., Finn, C., & Zhao, 

H. (2023). Robot parkour learning. arXiv preprint arXiv:2309.05665.
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PERCEPTION
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Overview
• Motivation
• Image Classification
• Object Detection
• Object Segmentation
• Vision for Manipulation
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Material from:
• Vincent Sitzmann; Bill Freeman; Mina Konaković Luković

MIT CSAIL Advances in Computer Vision Spring 2023
http://6.8300.csail.mit.edu/sp23/schedule.html 

• Tushar B. Kute: http://tusharkute.com/ 
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Motivation
• Need to find objects & 

humans
• Need to get 3D locations
• Need to get shape of 

objects
• Need to get object 

properties, such as 
color, material, weight

• Need to describe objects 
with natural language

• Need to identify objects 
based on language
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Object Recognition
• Image classification:
• Image with single object ->
• Generate one label

• Object Localization:
• Image with multiple objects ->
• Generate multiple bounding boxes around objects

• Object Detection:
• Assign class to bounding box – with confidence

• Object Segmentation:
• Mark all pixels belonging to one class
• Instance-level segmentation: 

Distinguish the different instances (e.g. 2 cars) with different color pixels
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Image Classification: shortcomings
What is a car?

The data represents
the formulation
of the problem.

There is ambiguity even for very familiar concepts

Mobile Manipulation ShanghaiTech University – 14 Oct. 2025
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View typicality -> canonical perspective

by Greg Robbins

Despite we can categorize all three pictures as being views of a horse, the three pictures do not look as being 
equally typical views of horses. And they do not seem to be recognizable with the same easiness.
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Google mugs

Mugs from LabelMe

Dataset biases
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What is a chair?

Some aspects of an object function can be perceived directly
• Functional form: Some forms clearly indicate to a function (“sittable-upon”, 

container,  cutting device, …)

Sittable-upon Sittable-upon

Sittable-upon

It does not seem easy
to  sit-upon this…
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“Fish”Classifier

Image classification

image x label y
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Photo credit: Fredo Durand
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“Bird”Classifier
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“Bird”Classifier Bird
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“Sky”Classifier Sky

Bird
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Mobile Manipulation ShanghaiTech University – 14 Oct. 2025 55



Problem:

What happens to objects that are bigger?

What if an object crosses multiple cells?
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“Cell”-based approach is limited.
What can we do instead?
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“Sky”

“Sky”

“Bird”

“Bird”

What’s the object class of the center pixel?
Mobile Manipulation ShanghaiTech University – 14 Oct. 2025 58



“Sky”

“Sky”

“Bird”

“Bird”

What’s the object class of the center pixel?

Training data

…

“Bird”

“Bird”

“Sky”
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This problem is called semantic segmentation

(Colors represent one-hot codes)
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“Sky”

“Sky”

“Bird”

“Bird”

What’s the object class of the center pixel?

Translation invariance: process 
each patch in the same way.

An equivariant mapping:
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W computes a weighted sum of all pixels in the patch

W is a convolutional kernel applied to the full image!
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Convolution

filter
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Fully-connected (fc) layer

Fully-connected network
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Locally connected network

Often, we assume output is a 
local function of input.

If we use the same weights 
(weight sharing) to compute 
each local function, we get a 
convolutional neural network.
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Conv layer

Convolutional neural network

Often, we assume output is a 
local function of input.

If we use the same weights 
(weight sharing) to compute 
each local function, we get a 
convolutional neural network.
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Weight sharing
Conv layer

Often, we assume output is a 
local function of input.

If we use the same weights 
(weight sharing) to compute 
each local function, we get a 
convolutional neural network.
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Conv layers can be applied to arbitrarily-sized inputs
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Five views on convolutional layers
1. Equivariant with translation

2. Patch processing

3. Image filter

4. Parameter sharing 

5. A way to process variable-sized tensors
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Conv layer

Multiple channel inputs
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Conv layer

Multiple channel outputs
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Conv layer

… ……

Multiple channels
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[Figure modified from Andrea Vedaldi]

Input features A bank of 2 filters 2-dimensional output 
feature maps
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Feature maps

Image source: https://stackoverflow.com/questions/45678473/convolution-neural-networks-all-feature-maps-are-blackpixel-value-is-0

• Each layer can be thought of as a set of C feature maps aka channels
• Each feature map is an NxM image 
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We need translation and scale invariance

Pooling and downsampling
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Image pyramids
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Gaussian Pyramid

1/2

1/2

1/2

1/2
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Pooling
Filter Pool

Max pooling
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Pooling

Filter Pool

Max pooling

Mean pooling
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Pooling — Why?
Pooling across spatial locations achieves 
stability w.r.t. small translations:



Pooling — Why?
Pooling across spatial locations achieves 
stability w.r.t. small translations:

large response 
regardless of exact 
position of edge



Pooling — Why?
Pooling across spatial locations achieves 
stability w.r.t. small translations:



Pooling across channels — Why?
Pooling across feature channels (filter outputs) 
can achieve other kinds of invariances:

large response 
for any edge, 

regardless of its 
orientation

[Derived from slide by Andrea Vedaldi]



Computation in a neural net

“clown fish”…

Filt
er

Re
LU

Po
ol

Classify
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Filter Pool and downsample

Downsampling



Downsampling

Filter Downsample



Conv layer

Strided operations

Stride 2 Strided operations combine a 
given operation (convolution or 
pooling) and downsampling into 
a single operation.
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“clown fish”

Filt
er

Re
LU

Do
wn
sam

ple

…

Classify

Computation in a neural net
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SOME NETWORKS
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2012: AlexNet
5 conv. layers

Error: 16.4%

[Krizhevsky et al: ImageNet Classification with Deep Convolutional Neural Networks, NIPS 2012]
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Alexnet — [Krizhevsky et al. NIPS 2012]
[227x227x3] INPUT

[55x55x96] CONV1: 96 11x11 filters at stride 4, pad 0 
[27x27x96] MAX POOL1: 3x3 filters at stride 2 
[27x27x96] NORM1: Normalization layer

[27x27x256] CONV2: 256 5x5 filters at stride 1, pad 2 
[13x13x256] MAX POOL2: 3x3 filters at stride 2 
[13x13x256] NORM2: Normalization layer 

[13x13x384] CONV3: 384 3x3 filters at stride 1, pad 1 

[13x13x384] CONV4: 384 3x3 filters at stride 1, pad 1 

[13x13x256] CONV5: 256 3x3 filters at stride 1, pad 1 
[6x6x256] MAX POOL3: 3x3 filters at stride 2

[4096] FC6: 4096 neurons

[4096] FC7: 4096 neurons

[1000] FC8: 1000 neurons (class scores)
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Get to know your units

96 Units in conv1
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2014: VGG
16 conv. layers

Error: 7.3%

[Simonyan & Zisserman: Very Deep Convolutional Networks
for Large-Scale Image Recognition, ICLR 2015]
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[He et al: Deep Residual Learning for Image Recognition, CVPR 2016]

2016: ResNet
>100 conv. layers

Error: 3.6%
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OBJECT DETECTION
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Localization to Classification
Mobile Manipulation ShanghaiTech University – 14 Oct. 2025
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Non-maximal suppression

1. Take the highest confidence bounding box from the set S and add it to the final set S*

2. Remove from S the selected bounding box and all the bounding boxes with an IoU 
larger than a threshold. 

3. go to step 1 until S is empty.

Mobile Manipulation ShanghaiTech University – 14 Oct. 2025
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R-CNN, Fast R-CNN, Faster R-CNN

https://arxiv.org/pdf/1311.2524.pdf https://arxiv.org/pdf/1504.08083.pdf https://arxiv.org/pdf/1506.01497.pdf 
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R-CNN

Girshick, R., J. Donahue, T. Darrell, and J. Malik. "Rich Feature Hierarchies for Accurate Object Detection and Semantic Segmentation." 
CVPR '14 Proceedings of the 2014 IEEE Conference on Computer Vision and Pattern Recognition. Pages 580-587. 2014
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R-CNN
227×227Selective search

AlexNet, ImageNet pretrained
then fine-tuned on the 
20 VOC classes

~ 2000 region proposals

bird/no bird

car/no car

…

[x,y,w,h]

[x,y,w,h]

N
on

-m
ax

im
al

 s
up

pr
es

si
on

SVM

SVM

Girshick, R., J. Donahue, T. Darrell, and J. Malik. "Rich Feature Hierarchies for Accurate Object Detection and Semantic Segmentation." 
CVPR '14 Proceedings of the 2014 IEEE Conference on Computer Vision and Pattern Recognition. Pages 580-587. 2014
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Bounding box localization: shortcomings
It inherits all the problems of classification plus:
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OBJECT SEGMENTATION

Mobile Manipulation ShanghaiTech University – 14 Oct. 2025 104



105

Object segmentation
We can try to classify each pixel in an image with an object class. Per-pixel classification of object 
labels is referred to as semantic segmentation.

𝐱 𝐲
̂𝑓Input is an array (image) Output is an array (segmentation)

Is object class c present in the pixel [n,m]?

Mobile Manipulation ShanghaiTech University – 14 Oct. 2025
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COCO ADE20KDatasets:
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Fully Convolutional Networks
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Encoder-decoder architectures
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Object segmentation: shortcomings
We can not count objects!

Mobile Manipulation ShanghaiTech University – 14 Oct. 2025
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Instance segmentation
We can try to classify each pixel in an image with an object class. Per-pixel classification of object 
labels is referred to as semantic segmentation.

𝐱 𝐲
̂𝑓Input is an array (image) Output is an array (segmentation)

Is instance i of object class c present in the pixel [n,m]?

Mobile Manipulation ShanghaiTech University – 14 Oct. 2025

1
1
1



112

Instance segmentation

Mobile Manipulation ShanghaiTech University – 14 Oct. 2025
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Approaches

DWT [Bai et al, CVPR’17]

PANet [Liu et al, CVPR’18]

InstanceCut, DWT, SAIS, DIN, FCIS, SGN, Mask-RCNN, PANet etc.

Mobile Manipulation ShanghaiTech University – 14 Oct. 2025
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Solution:

Region
Proposals

𝑓

𝑔𝐱

𝐱!

𝐱"

𝐱#
𝐲
̂
"

𝐲
̂
#

𝐲
̂
!

𝑓

𝑓

Combine classification, regions proposal and segmentation
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Summary
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VISION FOR MANIPULATION
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https://www.youtube.com/watch?v=yVGViBqWtBI 

Tremblay, J., To, T., Sundaralingam, B., Xiang, Y., Fox, D., & Birchfield, S. (2018). 
Deep object pose estimation for semantic robotic grasping of household 
objects. arXiv preprint arXiv:1809.10790.
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Yolo
• You Only Look Once
• Much faster than R-CNN:
• Yolo works in real time

• Approach:
• Divide image into grids
• Predict bounding boxes and class probabilities

for each cell
• Non-max suppression
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YOLOv7: Trainable bag-of-freebies sets new state-of-the-art for 
real-time object detectors
• Pose estimation
• Instance Segmentation

• Semantic Segmentation
• Caption:
• A group of 

people playing a
game of tennis
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https://github.com/WongKinYiu/yolov7 

119

https://github.com/WongKinYiu/yolov7


Mobile Manipulation ShanghaiTech University – 14 Oct. 2025

https://www.youtube.com/watch?v=x5CL5JfIHzw 
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VoxPoser: Composable 3D Value Maps for Robotic 
Manipulation with Language Models
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https://arxiv.org/abs/2307.05973 
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